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Fig. 1. System Diagram of VirCHEW Reality.

While haptic interfaces for virtual reality (VR) has received extensive re-

search attention, on-face haptics in VR remained less explored, especially for

virtual food intake. In this paper, we introduce VirCHEW Reality, a face-worn

haptic device designed to provide on-face kinesthetic force feedback, to en-

hance the virtual food-chewing experience in VR. Leveraging a pneumatic

actuation system, VirCHEW Reality controlled the process of air in�ation

and de�ation, to simulate the mechanical properties of food textures, such

as hardness, cohesiveness, and stickiness. We evaluated the system through

three user studies. First, a just-noticeable di�erence (JND) study examined

users’ sensitivity to and the system’s capability of rendering di�erent levels

of on-face pneumatic-based kinesthetic feedback while users performing
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chewing action. Building upon the user-distinguishable signal ranges found

in the �rst study, we further conducted a matching study to explore the

correspondence between the kinesthetic stimuli provided by our device and

user-perceived food textures, revealing the capability of simulating food

texture properties during chewing (e.g., hardness, cohesiveness, stickiness).

Finally, a user study in a VR eating scenario showed that VirCHEW Real-

ity could signi�cantly improve the users’ ratings on the sense of presence,

compared to the condition without haptic feedback. Our �ndings further

highlighted possible applications in virtual/remote dining, healthcare, and

immersive entertainment.
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devices.
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1 Introduction

In recent years, researchers have explored a wide range of haptic

devices to simulate real-world touch sensation and enhance the

multi-sensory experiences in virtual reality (VR) environments [Cai

et al. 2024, 2020; Fleck et al. 2025; Gao et al. 2024; Huang et al. 2023;

Ke et al. 2023; Luo et al. 2024; Pacchierotti et al. 2017; Zhang et al.
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2022a,b; Zhu et al. 2019]. Among the various real-world experi-

ences, food intake/eating stands out as a fundamental activity for

survival, being one of the most common experiences in daily life

[Edemekong et al. 2024; Gayler et al. 2022; Katz 1983]. During eating,

our experience is shaped by multiple simultaneous sensations - from

the visual appearance and aromatic cues to the tactile feedback in

our hands and mouths [Spence 2016; Spence and Piqueras-Fiszman

2014; Weidner et al. 2023]. Enhancing and simulating these multi-

sensory eating experiences through human-computer interaction

(HCI) could potentially contribute to improve health through better

food choices and enrich social interactions and sensory enjoyment

[Mueller et al. 2023; Wang et al. 2025].

However, creating satisfying virtual eating experiences remained

challenging due to the complexity of feedback modalities. Research

has explored di�erent approaches to simulate or enhance virtual

eating experiences by leveraging di�erent modalities, such as visual

overlay in augmented reality [Narumi et al. 2011a,b], on-tongue

electrical stimulation [Ranasinghe and Do 2016], thermal feedback

on the lower lip [Ranasinghe and Do 2016], chewing sound [Klein-

berger et al. 2023], and kinesthetic feedback on handheld linkages

[Iwata et al. 2004] or jamming-based proxies [Sasagawa et al. 2018].

Among these work, there is still lacking the exploration of wearable

devices with kinesthetic feedback for simulating eat experiences,

which potentially render food texture properties (e.g. hardness and

stickiness) in virtual eating [Guo 2021].

The perception of food texture (e.g., hardness, cohesiveness, and

stickiness) is a critical yet particularly challenging aspect in creating

virtual eating experience [Peng et al. 2021]. Food texture encom-

passes the rheological and structural attributes, which could be

perceived through mainly tactile receptors [ISO 2009]. The tactile

sensations in the mouth not only contribute to immediate sensory

pleasure but also play a pivotal role in shaping our overall percep-

tion of food quality and satisfaction [Rosenthal and Chen 2024]. To

simulate food texture in virtual eating scenarios, some researchers

have proposed using electrical stimulation on the masticatory mus-

cle [Niijima and Ogawa 2016a,b], oral tissue [Iwahama et al. 2023],

or tongue [Mukashev et al. 2023].However, such these methods may

raise concerns on hygiene and user safety (e.g., electric shock). Alter-

natively, some studies have explored cross-modal interaction, such

as visual face deformation [Suzuki et al. 2018] or modi�ed chewing

sounds [Kleinberger et al. 2023; Koizumi et al. 2011; Wang et al.

2024], to alter virtual food-texture perception, but these methods

lacked the physical force feedback needed for a realistic experi-

ence. While existing approaches have demonstrated potential in

food texture simulation/modi�cation, it is still unclear how force

or kinesthetic feedback contribute to food texture rendering and

enhance virtual eating experiences in VR.

In this paper, we present VirCHEW Reality (Fig. 1), a face-worn

haptic interface that simulates food textures in VR through control-

lable pneumatic signals. The pneumatic signals further provided

on-face force feedback while users are moving their jaws to perform

the chewing motion. This was to simulate the mechanical properties

of various food textures during chewing experiences. We evaluated

the system through three user studies. We �rst conducted a psy-

chophysical study to evaluate the just-noticeable di�erence (JND)

of the pneumatic force feedback generated by VirCHEW Reality.

The results demonstrated that our system could provide three dis-

tinguishable levels of force stimuli during both jaw-opening and

jaw-closing phases, respectively. The following matching study

showed the correspondence between force stimuli and real food

textures in terms of hardness, cohesiveness and stickiness, respec-

tively. Lastly, the user study in a VR eating scenario showed that our

system yielded signi�cantly higher ratings on the sense of presence

compared to the condition without haptic feedback.

2 Related Work

Our work lies in the key areas of VR eating experience, food texture

simulation and on-face haptic devices.

2.1 Virtual Eating Experiences

The research show that eating experience involves multiple per-

ceptual channels, such as visual, auditory, olfactory, gustatory, and

tactile cues, collectively shaping food perception and satisfaction

[Prescott 2015; Sinding et al. 2023; Spence 2016; Verhagen and En-

gelen 2006]. This motivated researchers to enable VR eating from

di�erent modality perspectives. For example, research showed that

changing visual appearance through augmented reality (AR) could

a�ect perceived �avor of real cookies [Narumi et al. 2011b]. In addi-

tion, adding synchronous auditory cues during chewing allows to

modify texture perception [Demattè et al. 2014; Zampini and Spence

2004, 2005], and deploying olfactory stimuli during eating can sig-

ni�cantly enhance �avor intensity [Labbe et al. 2006; Liu et al. 2023;

Spence 2022; Weidner et al. 2023]. Research also showed that apply-

ing electrical stimulation [Mukashev et al. 2023; Ranasinghe and Do

2016; Ranasinghe et al. 2015] or thermal modulation [Karunanayaka

et al. 2018] allows to simulate perceived food properties. While

these approaches allow for immersive virtual eating experiences, it

is not trivial to rendering food texture perception during chewing

in virtual eating [Rosenthal and Chen 2024; Szczesniak 2002; Ye

2019]. Our work focuses more on rendering eating experience in

VR without needing physical food samples as proxies, by deploying

kinesthetic force feedback directly on user’s face to simulate food

texture perception while users are performing chewing actions.

2.2 Haptic Devices for Food Texture Simulation

There have been several attempts on simulating food texture through

haptic interfaces, particularly for its potential in enhancing the user

experience in VR and AR. Studies have explored the feasibility of

applying electrical stimulation on di�erent facial and oral locations

[Iwahama et al. 2023; Mukashev et al. 2023; Niijima and Ogawa

2016a,b] to induce non-mechanical sensory feedback. However, this

technique may su�er from limited realism, as it cannot provide the

force dynamics required for chewing interactions. Moreover, the

on-face electrical stimulation may cause discomfort and potentially

safety concerns [Efthimiou et al. 2022].

Mechanical systems, such as intra-oral devices with linkages

[Iwata et al. 2004] or jamming-based systems [Sasagawa et al. 2018],

have been developed to provide direct force feedback during chew-

ing. These systems e�ectively rendered forces associated with food

deformation and chewing resistance, o�ering higher realism than

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.
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electrical stimulation. However, their bulky mechanical designs, hy-

giene challenges, and potential discomfort for intra-oral placement

may hinder user experience, making them less suitable for wearable

or long-term applications. Researchers also adopted vibrotactile

feedback for rendering food texture perception, such as a straw-

like interface that simulates the sensation of drinking [Hashimoto

et al. 2006] or altering food textures through applying vibrations

on the user’s hand [Mizoguchi and Kajimoto 2023] or whole body

[Nishi and Saga 2022] during eating. While these approaches can

enhance food texture perception, they lack direct kinesthetic feed-

back, which is critically important during the chewing action. In

addition, physical food proxies were needed for such devices.

Compared to those above-mentioned haptic interfaces for food

texture simulation or VR eating experience, pneumatic haptic in-

terfaces could be considered as an alternative for food texture sim-

ulation with kinesthetic feedback in chewing. Previous research

shows that pneumatic devices could provide precise, controllable,

and dynamic force rendering [Abad et al. 2024; Frisoli and Leonardis

2024], as lightweight, compact, and wearable pneumatic systems

[Cai et al. 2024, 2020; Qi et al. 2023]. Inspired by this, our approach

leverages pneumatic mechanisms to present controllable on-face

kinesthetic force feedback simulating food texture perception to

enhance food chewing experience in VR.

2.3 Haptic Devices for Mouths and Faces

Research showed that the skin areas around the head, such as face,

mouth, forehead, and ears, are highly sensitive to haptic feedback

[Corniani and Saal 2020]. To this end, there have been extensive

research e�orts on designing haptic interfaces that could be worn

around the user’s head. Early works explored the usage of around-

head vibrotactile feedback as the directional cues for navigation in

either real world [Mann et al. 2011] or virtual reality [Kaul and Rohs

2017]. Later, researchers investigated the usages of other modalities

of haptics on users’ faces, such as fan-based air �ow [Watanabe et al.

2022], thermal e�ects [Peiris et al. 2017], and pneumatic chamber

in�ation [Günther et al. 2020], to enhance user experience in virtual

reality. Researchers also studied applying electrical stimuli on the

cheek muscles to trigger facial expression [Demchenko et al. 2023],

and on the lip and the tongue to provide haptic noti�cation [Muka-

shev et al. 2023]. Recently, research investigated the mid-air haptic

feedback generated by the ultrasonic signal on users’ face areas for

VR [Howard et al. 2022; Lan et al. 2024].

Motivated by the high haptic sensitivity of human face and in-

spired by the existing research on on-face haptics, we developed

VirCHEW Reality, leveraging the syringe-based linkage structure

to provide on-face kinesthetic force feedback. By controlling the

air pressure in the chambers during in�ation/de�ation, our system

can provide the force that the face muscles encountered during the

food-chewing process, and simulate di�erent types of food texture.

3 Background: Food Texture Perception and Chewing

Mechanics

Perceiving food texture could be in�uenced by visual, auditory, and

kinesthetic tactile feedback during chewing [Chen 2009; Kohyama

2015; Szczesniak 2002]. Among these, kinesthetic feedback play

an important role, as they provide critical information about food

properties such as hardness, elasticity, and stickiness [Guo 2021;

Kazemeini et al. 2021; Tonni et al. 2020]. These tactile feedback are

perceived by the mechanoreceptors in the oral cavity and directed

by the masticatory system, consisting of teeth, tongue, and jaw

muscles [Miller 2017]. Speci�cally, during the process of chewing,

the teeth break, crunch, and grind the food into smaller fragments,

while the tongue works in tandem to manipulate and compress the

food against the palate, facilitating e�ective mastication [Bourne

2002; Chen 2009; Rosenthal and Chen 2024]. A key contributor to

texture perception is the activity of the masticatory muscles, which

are responsible for generating the forces required for chewing by

coordinating jaw movements such as opening, closing, and lateral

shifts [Liu et al. 2017; Miller 2017]. The masticatory system consists

of twomuscle groups: elevatormuscles (masseter, temporalis, medial

pterygoid) that close the jaw and apply compressive forces, and

depressor muscles (lateral pterygoid, digastric) that lower the jaw

for opening during chewing. These coordinated muscle activities,

guided by the temporomandibular joints (TMJ), adapt to the varying

mechanical properties of food. For example, harder or chewy foods

demand stronger contractions of the elevator muscles, whereas

sticky foods require �ner control of jaw movement and force to

manage adhesion and facilitate opening. These oral activities could

produce perceivable kinesthetic forces and render the information

about the food’s structural and mechanical properties [Chen 2009].

When eating solid food, such as a piece of biscuit, three mechan-

ical properties — hardness, cohesiveness, and stickiness are core

factors for food texture perception during chewing [Nishinari and

Fang 2018]. Hardness refers to the force needed to deform or break

food, ranging from soft (e.g., cream cheese) to hard (e.g., boiled

sweets). It is primarily perceived during the initial bite and compres-

sion [ISO 2009; Rosenthal and Chen 2024]. Cohesiveness describes

the internal strength of food, re�ecting how well it holds together

under deformation. It provides a spring-like resistance that increases

as chewing force is applied. Generally, foods with high cohesive-

ness, such as those with chewy or gummy textures, resist fracturing,

while low-cohesiveness foods, like crumble textures, break apart

easily [Friedman et al. 1963; Szczesniak 2002]. Stickiness, or adhe-

siveness, is the force required to separate food from surfaces like the

palate or teeth [ISO 2009]. This property contributes to the percep-

tion of sticky foods like to�ee or peanut butter. These food textures

are closely tied to the forces produced by masticatory muscles and

detected by oral mechanoreceptors. Particularly, as illustrated in

Fig. 2(a), hardness corresponds to compressive forces, cohesiveness

re�ects resistance to deformation, and stickiness involves the forces

experienced during food separation and mouth opening [Boyd and

Sherman 1975; Kazemeini 2024; Rosenthal and Thompson 2021].

4 VirCHEW Reality : System Design and Implementation

As shown in Fig. 1, VirCHEW Reality consists of two main compo-

nents: the on-face wearable module (detailed in Fig. 3), which in-

cludes a support frame, a joystick for tracking jaw movement, three

interconnected air chambers, and a jaw support; and the pneumatic

actuation system, featuring DC air pumps for in�ation/de�ation, an

air pressure sensor, a solenoid valve for venting, and an Arduino

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.
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(a) Food’s resistance
to Jaw movement 

(b) VirCHEW Reality 
simulating food
texture by providing 
on-face kinesthetic 
feedback

Cohesiveness

Tsealed

Stickiness

Tsealed

Jaw movement

Resistance force 
against jaw 
movement

Force increases

Deflation

Inflation

Hardness

opened=

(c) Heatmap of Computer-
Simulated Force Distribution

Resisting jaw closing

Resisting jaw opening
*: atm: Atmospheric Pressure

Positive pressure is shown in red (darker = stronger), 

and negative pressure in blue (darker = stronger).
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Pressure in the air chamber*
- +

Fig. 2. The mechanism of VirCHEW Reality for on-face kinesthetic feedback. (a) Food texture properties, including hardness, cohesiveness, and stickiness,

are represented as resistance forces against jaw movements. (b) VirCHEW Reality achieves these forces through inflation and deflation of air chambers.

(c) Visualization of on-face force feedback intensity generated by VirCHEW Reality, with heatmaps indicating the distribution of force on the face during

jaw-closing and jaw-opening phases.

Mega 2560 for control. By controlling the air pressure in the sealed

chambers via in�ation/de�ation, our system can render di�erent

force pro�les on the wearer’s jaw area.

4.1 Pneumatic Actuation for Simulating Food Texture

Inspired by prior research on pneumatic haptic interfaces [Delazio

et al. 2018; Ma et al. 2024; Uddin et al. 2016], we developed the

VirCHEW Reality tailored to provide the kinesthetic feedback expe-

rienced during chewing. The system utilizes three syringe-based

actuators, each repurposed from a 5 mL syringe barrel into an air

chamber, with plungers and pistons ensuring uniform force appli-

cation. YAMATE FL-935 lubricant was applied to reduce friction

between the pistons and barrels. Three chambers are interconnected

via a tube adapter and linked to a solenoid valve, which regulates

air�ow. The chambers are secured to the user’s jaw using mechani-

cal linkages, allowing a maximum swing angle of about 45◦. When

the air chambers are sealed, internal pressure is modulated by an

in�ate pump and a de�ate pump (DC 3.7V micro air pump 370).

The pneumatic actuation system in the our device provides force

feedback by controlling the air pressure in sealed air chambers.

According to the speci�cation of the air pumps, the air chamber

operates within a pressure range of -50 kPa to +60 kPa. Here, the neg-

ative symbol indicates that the air pressure in the syringe/chamber

is smaller than the external atmospheric pressure, while the pos-

itive sign refers to the in-syringe air pressure that is larger than

the external. The cross-sectional area of a single air chamber, based

on a circular shape with a diameter of 13.3 mm, is approximately

1.3893 × 10
−4m2. In the idle state, when no in�ation or de�ation

occurs, the air chamber exhibits a static friction force that must be

overcome to initiate movement. This static friction force, equiva-

lent to a pressure of approximately 5 kPa, corresponds to a force of

�static ≈ 0.70N for a single air chamber.

Including static friction, the operational pressure range extends

to -55 kPa and +65 kPa. Using � = % · �, the force generated by a

single air chamber ranges from −7.64N at -55 kPa restricting the

jaw-opening motion, to +9.03N at +65 kPa that would resist the

jaw-closing motion. Given that the device incorporates three air

chambers positioned around the jaw, the total estimated force ap-

plied to the user’s jaw ranges from −22.92N to +27.09N. This allows

the system to generate compressive or tensile forces to simulate

chewing resistance during jaw closing and opening.

As shown in Fig. 2(b), our system aims to render the following

aspects of food texture properties:

• Stickiness: Tomimic the adhesion of chewing sticky foods, such

as to�ee or peanut butter, the system creates negative pressure in the

syringes through de�ation. Once the target pressure is reached, the

solenoid valve closes, isolating the syringes to maintain a constant

air pressure. When the user performs the jaw-opening motion, the

negative pressure in the sealed syringes provides the resistance

against the jaw-opening motion, to mimic how sticky foods adhere

to teeth and oral surfaces.

• Cohesiveness: To simulate the resistance during biting down

on cohesive foods, the system in�ates to a target pressure that is

larger than the external environmental air pressure and seals the sy-

ringes. When the user interacts with the in�ated sealed syringes and

performs the chewing motion, their jaw movement compresses the

air within the sealed chamber, creating a natural increase in resis-

tance that simulates the progressively increasing force experienced

when chewing cohesive foods like gummies.

•Hardness: To render the sensation of biting into hard foods, the

system �rst �lled the syringes with a speci�c air pressure when user

fully opened his/her mouth, creating resistance during chewing.

When the user closes his/her mouth to 20% of the maximum open-

ing—a threshold empirically determined through preliminary tests

with three users—the system releases all pneumatic forces within

a short time, replicating the sudden loss of resistance experienced

when breaking hard foods like candies or crackers.

4.2 Mouth Movement Detection

To trigger the pneumatic control in real time, we installed a dual-

axis joystick module (HW-504) on the side of the wearable support

frame (shown in Fig. 3(b)) to detect the phases of jaw opening and

closing. The analog signal from the joystick could re�ect the jaw

movement with a short responsive time, and indicate the process of

chewing through the collision detection in VR.
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(b) Mouth movement tracking(a) 3D-printed on-face wearable module

Air chambers

Support frame

Joystick holder 
for jaw tracking

Jaw support A dual-axis joystick module to detect the phases 
of jaw closing and opening.

Jaw closing Jaw openingWearing simulation

Fig. 3. (a) On-Face Wearable Module and (b) Mouth Movement Tracking.

Fig. 4. The mappings between the input PWM duty cycles and the output

pressure in the air chamber during inflation and deflation.

Due to the di�erence among di�erent persons of their face-muscle

strength and motion range, the joystick signal could vary across

di�erent users. To this end, each user went through a calibration

process in which the analog joystick signals will be recorded when

the user opened his/her mouth to the maximum extent and fully

closed his/her mouth during chewing. The range between these two

signal readings was used to determine the user’s jaw state (fully

opened/closed, opening/closing).

4.3 Technical Evaluation

To evaluate the performance of the VirCHEW Reality, we �rst con-

ducted the technical assessment focusing on: the correlation be-

tween the Pulse-Width Modulation (PWM) signals and the pres-

sure in the chambers. Speci�cally, we measured the pressure lev-

els at duty cycles ranging from 10% to 80%, with increments of

10%, using an Arduino-based sensor system (air pressure sensor:

XGZP6847A100KPGPN). For each value of duty cycle, the pressure

in the air chambers was recorded and averaged on nine measure-

ments of sensor recording. With the recorded data, we implemented

a set of linear-regression models (Fig. 4), which mapped the PWM

signals to the corresponding pressure levels.

Moreover, we evaluated the system response times for both in�a-

tion and de�ation in achieving three reference pressure levels (10

kPa, 25 kPa, 40 kPa). Speci�cally, we assessed: (1) In�ation/De�ation

Time: The duration required to reach the speci�c pressure levels

from the idle state after triggering. (2) Recovery Time: The du-

ration needed for the system to return to the idle status when the

air chamber was vented to the atmosphere. The results are summa-

rized in Table.1 in Appendix, which indicated that our system could

rapidly reach the target pressure level for real-time interactions.

5 Study 1: Just-Noticeable Di�erence Evaluation

Unlike the mechanical properties measured by a food-texture ana-

lyzer, the human-perceived food texture could vary with non-linear

characteristics depending on users’ subjective feelings [Chen 2020].

To this end, we conducted a psychophysical just-noticeable di�er-

ence (JND) experiment which has also been adopted by previous

research to validate users’ perception on wearable haptic inter-

faces [Jones and Tan 2013; Ke et al. 2023]. We aimed to investigate

the human perception for on-face kinesthetic feedback which was

previously unexplored according to the literature, and determine

distinguishable stimulus levels. In the following sections, we re-

ferred to the joint-resisting forces experienced by the user during

jaw opening and closing as the “haptic stimuli”. All experimental

protocols in this paper were approved by the university’s ethics

committee.

5.1 Participants

We recruited 12 participants (6 females), averagely aging 24.1 years

(SD = 3.37). According to their self-reports, all participants had

healthy chewing function, and were able to perceive varying chew-

ing forces. None of them had prior experience with psychophysical

perception experiments.

5.2 Apparatus and Stimuli

The experimental setup, as shown in Fig. 5, included the VirCHEW

Reality and a laptop for experiment control and data collection.

Participants sit on a chair and wore noise-canceling headphones

playing white noise to minimize external distractions. A 14-inch

monitor was used to display the graphical interface for guiding the

participant and recording his/her responses.

Six reference stimuli were selected in accordance with the sys-

tem’s capabilities. The chewing process consists of jaw-opening and

jaw-closing phases. For the jaw-opening phase, the reference stimuli

were set as P1 = -10 kPa, P2 = -25 kPa, and P3 = -40 kPa. In the case

of the jaw-closing phase, the reference stimuli were P4 = +10 kPa,

P5 = +25 kPa, and P6 = +40 kPa. Negative and positive pressure

values corresponded to resistances during jaw opening and closing,

respectively. These six references led to eight stimuli intervals (“Op”

for jaw-opening phase and “Cl” for jaw-closing phase) shown in Fig.

5(b). “Op-A” refers to the condition where the reference stimulus

was �xed at -10 kPa, measuring the JND when increasing pressure

from -10 kPa toward -25 kPa as the ending point. Similarly, “Op-B”

had the reference stimulus �xed at -25 kPa, measuring the JNDwhen

decreasing pressure from -25 kPa toward -10 kPa. Other intervals

followed the same de�nition pattern. During each trial, the partici-

pant wore the VirCHEW Reality, being seated, and experienced each

stimulus for 5 seconds. Once the air pressure was stabilized, the

participant performed chewing motions to perceive the stimulus.

5.3 Experiment Design

We employed a within-subject factorial design to measure the JNDs

for above-mentioned six references stimuli generated by theVirCHEW

Reality. The experiment used a two-alternative forced-choice (2AFC)

paradigm [Green et al. 1966; Ke et al. 2023; Steinicke et al. 2010],

where participants identi�ed the weaker/stronger stimulus between
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(a) Study environment and experimental interface for the JND evaluation
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Fig. 5. Study 1: (a) Study environment and experimental interface for the JND evaluation. (b) JND intervals for the evaluation.

a reference stimulus (S) and a test stimulus (S ± ΔS) presented in

random order.

We adopted a one-up two-down staircase procedure [Kollmeier

et al. 1988], which adjusts stimulus intensity by decreasing it after

two consecutive correct responses and increasing it after one incor-

rect response to converges at a 70.7% correct response threshold

[Leek 2001; Levitt 1971]. We set the initial step size (ΔS) to 2.5 kPa,

which was reduced to 20% (i.e., 0.5 kPa) after three reversals. Each

interval ended after nine reversals, and the mean of the last six

reversals was recorded as the JND values. The experimental order of

eight intervals were counterbalanced across the participants using

a Latin square design.

5.4 Procedure

Upon arrival, the participant was briefed on the procedure, assisted

in wearing the VirCHEW Reality, and seated in front of the laptop for

data collection, as shown in Fig. 5. A practice session was conducted

to familiarize the participant with the process, allowing them to

repeat training until con�dent.

Each experimental trial began with a 5-second countdown, fol-

lowed by the activation of Stimulus#A for 5 seconds. Participants

performed chewing motions to perceive the intensity while the

stimulus was maintained. After another 5-second countdown, Stim-

ulus#B was presented for 5 seconds. After each block (two trials),

participants selected which stimulus felt stronger or weaker based

on the interval type (i.e., weaker for increasing intervals, stronger

for decreasing intervals). A 10-second break was provided between

blocks, with a 1-minute break after every 10 blocks. Each interval

consisted of 30–40 blocks, lasting 15–20 minutes, with a 5-minute

break between intervals. In total, it took 2.5–3 hours for each par-

ticipant to complete the study.

5.5 Results

Fig. 6 shows the distribution of JND values across the di�erent

interval conditions. Notably, as shown in Fig. 7(a)(b), the JND ranges

for the jaw-opening and jaw-closing phases at their respective three

reference levels showed no overlapping, indicating the device could

produce potentially distinguishable force feedback.

Taking the interval condition as the independent factor, the repeated-

measures ANOVA revealed a signi�cant main e�ect of Interval
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Fig. 7. Distribution of JND Values for Jaw Opening and Closing Intervals

on JND values for both phases of jaw opening ($? : � (3,33) =

548.19, ? < 0.0001, [2 = 0.975) and closing ((�; : � (3,33) = 340.29, ? <

0.0001, [2 = 0.955)). Post-hoc pairwise comparisons with Bonfer-

roni correction indicated signi�cant di�erences between all interval

pairs within the jaw-opening phase (? < 0.001) and the closing

phase ((? < 0.05)), as shown in Tab. 6&7 in Appendix. Additionally,

we did not �nd any correlation between references and JND values

both in Cl and Op. This suggested that the device’s ability to produce

distinguishable feedback was not strongly a�ected by the baseline

force level in current setting.

5.6 Discussion of Study 1

Based on the results from Study 1, the non-overlapping JND values

across di�erent intervals suggested that the VirCHEW Reality is

capable of generating distinguishable kinesthetic feedback for users

during both jaw-opening and jaw-closing phases. Furthermore, the

signi�cant di�erences observed between all the interval pairs high-

lighted the resolution of human perception in detecting changes in
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STUDY 2 Experimental Setup
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Fig. 8. Study 2: (a) Study setup illustrating the two-step process. (b) Food sample list categorized into three texture a�ributes.

on-face kinesthetic force intensity, which provided valuable insights

for designing kinesthetic interfaces tailored for chewing scenarios.

For example, when designing rendering food textures for medium

softer foods (10 kPa - 25 kPa) in VR, we can adopt larger di�erences

between two kinesthetic feedback levels, as JND values for Cl-B

were signi�cantly higher than other jaw-closing intervals. The JND

values derived from this study not only quanti�ed the perceptual

granularity of VirCHEW-Reality system but also o�ered guidance

for optimizing the force feedback for more immersive and precise

chewing simulation in VR. Compared to the previous research on

JND values for wearable kinesthetic haptic interfaces, VirCHEW

Reality is the �rst to study the on-face force sensitivity which could

potentially inspire the future research for on-face wearables.

6 Study 2: Matching the On-Face Force Stimuli to Food

Textures

Building upon the validated stimulus levels in Study 1, we conducted

a matching study to investigate how users may subjectively match

the on-face force feedback provided by VirCHEW Reality to di�erent

food perceptions in terms of hardness, cohesiveness, and stickiness,

which could guide the further feedback design in VR.

6.1 Participants

We recruited 12 participants (5 females) with an average age of 25.8

years (SD = 2.93). All had healthy chewing function and had not

participated in the previous study.

6.2 Apparatus and Stimuli

As shown in Fig. 8(a), the experimental setup for Study 2 is similar

to Study 1, with an added tray for holding food samples. To evaluate

the ability of the VirCHEW Reality to replicate real food textures in

terms of stickiness, cohesiveness and hardness, we selected three

foods for each dimension, representing from low, medium, and high

stimuli intensities, as shown in Fig. 8(b). Speci�cally, we selected

jelly (Food 01), dango (Food 02), nougat (Food 03) for stickiness,

marshmallow (Food 04), rubber candy (Food 05), Hi-Chew candy

(Food 06) for cohesiveness, and wafer biscuit (Food 07), caramel

cookie (Food 08), hard candy (Food 09) for hardness. Selection crite-

ria prioritized common, recognizable foods that simulate varying

intensities across texture dimensions. To minimize �avor in�uence

on texture perception, foods with similar sweetness levels were

selected based on packaging-reported sugar content. Additionally,

food texture pro�les were measured by a Texture Analyser TA.XT

PlusC1, as detailed in Table.2, Appendix A.2. To reduce the impact

of food size and thickness on texture perception, all food samples

were prepared to a uniform size, suitable for being placed entirely

in the mouth in a single bite.

For the haptic feedback provided by VirCHEW Reality, we used

the discriminable reference stimuli identi�ed in Study 1 for both

jaw-opening and jaw-closing actions. Speci�cally, the stimuli were

listed as follow:

• Stickiness: -10 kPa, -25 kPa, -40 kPa (jaw opening)

• Cohesiveness: +10 kPa, +25 kPa, +40 kPa (jaw closing)

• Hardness: +10 kPa, +25 kPa, +40 kPa (jaw closing)

6.3 Experiment Design and Procedure

At the beginning of the experiment, the participant was briefed on

the goal of matching haptic stimuli generated by VirCHEWReality to

the food textures across three abovementioned dimensions. He/she

then went through the process of joystick calibration mentioned

in Section 4.2. The experiment consisted of three groups of food

samples, each targeting one texture dimension. For each group,

the participant �rst consumed all three food samples to familiarize

themselves with the targeted texture property.

During each matching trial, the participant �rst consumed a food

sample for 5 seconds, then rinsed their mouths with plain water

to neutralize residual �avor. He/she then experienced three haptic

stimuli (low, medium, and high intensity) in randomized order, each

lasting 5 seconds, while performing chewing motions guided by

visual cues. A 10-second break was provided between stimuli to

minimize sensory adaptation.

After experiencing all three haptic stimuli, the participant rated

them based on their similarity to the food’s texture, from 3 (most

similar), 2, and 1 (least similar). This similarity-ranking task adopted

in Study 2 was widely used in sensory evaluation on customer-

perceived food properties [ISO 2006; Watts et al. 1989]. A 1-minute

break was given between food samples, and each participant took

a 5-minute break between groups. The order of the three texture

groups was counterbalanced by a Latin square, and the order of

1https://www.stablemicrosystems.com/taxtplus.html
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Texture Group Food No. Type
Low Stimulus

Mean Score

Medium Stimulus

Mean Score

High Stimulus

Mean Score

1 Jelly 2.58 1.83 1.58

2 Dango 1.83 2.50 1.67

3 Nougat 1.58 2.00 2.42

4 Marshmallow 2.58 1.58 1.83

5 Rubber Candy 2.00 2.42 1.58

6 Hi-Chew Candy 1.50 1.92 2.58

7 Wafer Biscuit 2.42 2.17 1.42

8 Caramel Cookie 1.75 2.58 1.67

9 Hard Candy 1.58 1.92 2.50

stickiness

cohesiveness

hardness

Fig. 9. Study 2:Matching results of the on-face force stimuli to food textures.

food samples within each group was randomized to reduce potential

biases. The total experiment duration was about 40 ∼ 50 minutes.

6.4 Results

The matching ratings of di�erent types of foods under these three

texture properties are descriptively shown in Fig. 9. Taking the

stimuli levels as the independent factor for each texture properties

and the participants’ matching ratings as the dependent variables,

we analyzed the results using the Friedman test followed by the

post-hoc pairwise comparison using the Dunn’s post-hoc test[Elliott

and Hynan 2011]. Key �ndings are summarized below:

- Stickiness.We observed the signi�cant e�ect of intensity levels

on the matching ratings for the stickiness of Food 01, jelly (j2 (2) =

6.5, ? = 0.0388), with low-intensity stimuli rated signi�cantly closer

to the texture than high-intensity stimuli (?adj < 0.01). For dango

(Food 02; ? = 0.097) and nougat (Food 03; ? = 0.125), no signi�cant

di�erences on the stickiness-matching ratings were found across

di�erent intensity levels, thoughmedium- and high-intensity stimuli

were generally rated as closer matches.

- Cohesiveness. For cohesiveness, the Friedman Tests revealed

signi�cant e�ect of the intensities levels on the matching ratings for

marshmallow (Food 04; j2 (2) = 6.5, ? = 0.0388) and Hi-Chew candy

(Food 06; j2 (2) = 7.17, ? = 0.0278). Low-intensity stimuli was rated

with signi�cantly better rating for matching with the cohesiveness

of marshmallow (?adj < 0.01), while high-intensity stimuli matched

signi�cantly better for Hi-Chew candy (?adj < 0.01). No signi�cant

di�erences across the intensity levels were observed for matching

with the cohesiveness of rubber candy.

- Hardness. There was a signi�cant e�ect of the intensity level

on the matching ratings for the hardness of wafer biscuit (Food 07;

j2 (2) = 6.5, ? = 0.0388) and caramel cookie (Food 08; j2 (2) = 6.17,

? = 0.0458). Low-intensity stimuli received signi�cantly higher

matching ratings for wafer biscuit (?adj < 0.01), and medium-

intensity stimuli was rated signi�cantly higher for matching with

caramel cookie (?adj < 0.05), in terms of the food hardness. No sig-

ni�cant di�erence across the intensity levels was found for matching

with hard candy.

6.5 Discussion of Study 2

Study 2 revealed that the on-face force feedback provided byVirCHEW

Reality could be mapped to di�erent categories of food texture, par-

ticularly for medium and high pneumatic stimuli, such as nougat

(stickiness), Hi-Chew candy (cohesiveness), and caramel cookie

(hardness). Overall, medium- and high-intensity stimuli were gen-

erally rated as better matches for �rmer and stickier textures, while

low-intensity stimuli were associated with softer textures. More-

over, larger between-subject variation was observed for certain

cases, such as dango (stickiness), rubber candy (cohesiveness), and

hard candy (hardness), possibly leading to the non-signi�cant di�er-

ences among stimuli for these food. Consistent with previous studies

[Christensen 1984; Shupe et al. 2019; Zhou et al. 2021], the between-

subject variability in Study 2 suggested that the e�ectiveness of

haptic feedback depends on users’ sensitivity of tactile perception.

Future research should investigate how individual di�erences in

tactile sensitivity may in�uence the perception of simulated food

textures and explore how to accommodate users with varying sensi-

tivity levels. Such e�orts could facilitate the development of person-

alized haptic feedback systems[Malvezzi et al. 2021] that enhance

texture realism for a diverse range of users.

7 Study 3: VR User Experience with VirCHEW Reality

Building on the �ndings of previous studies, we conducted a third

user study in a VR eating scenario. This study aimed to evaluate

how VirCHEW Reality may in�uence VR eating experiences.

7.1 Participants

We recruited 12 participants (4 females) with an average age of

27.75 years (SD = 1.48). All participants self-reported having healthy

chewing function, balanced chewing ability, and the ability to per-

ceive varying chewing forces. None had participated in the previous

studies. Eight participants had prior experience with VR interaction,

but only two had used VR combined with on-face haptic feedback.

7.2 Apparatus and Stimuli

Fig. 10 shows the experimental setup. The study utilized a VR eating

scenario (shown in Fig. 10(b)) developed with Unity, running on

a desktop computer equipped with an NVIDIA Quadro M4000. A

Meta Quest 3 headset was used to provided immersive visual and

auditory feedback as well as hand-tracking interaction.

Haptic feedback was delivered via the VirCHEW Reality, which

was worn on the participant’s face. The joystick on the device mon-

itored participants’ chewing actions and was synchronized with a

collision box in the VR environment representing the user’s virtual

jaw. In the VR scene, the participant’s hand motion was tracked to

grab virtual food and perform a feeding motion to simulate placing

the food into the participant’s mouth. When the VR program de-

tected that the virtual jaw was about to “chew” the virtual food (via

the collision box), the pneumatic system triggered the corresponding

haptic feedback for the tactile sensations of chewing.

There were three conditions used in this experiment: 1) an idle

state in which the face-worn VirCHEW Reality was not turned

on with no haptic cue (denoted as VCidle), 2) the device provided

randomized haptic stimuli unrelated to the virtual food (denoted as

VCrand), and 3) the device provided haptic stimuli corresponding to

the virtual food textures (denoted as VCcorr). The haptic stimuli were

selected based on the matching results in Study 2. Each participant

experienced all three conditions, with their order counterbalanced

using a Latin square design.
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Fig. 11. Participants’ Ratings of VR Experience in Study 3.

7.3 Task and Procedure

Similar to Study2, each participants went through the process of

joystick calibration before all the trials. Before the main experiments,

participants underwent a training phase to familiarize themselves

with the virtual environment and interactions through exploring the

VR eating scene without wearing the VirCHEW Reality. After that,

participants were then engaged in three sessions corresponding to

the three experimental conditions (VCidle, VCrand, and VCcorr) with

the VirCHEW Reality. Within each session, participants experienced

three groups of virtual food items. Each group was designed to

re�ect one of the three texture dimensions identi�ed in Study 2 (e.g.,

stickiness, cohesiveness, hardness, see in Section 6.2). Each group

contained three distinct virtual food items, resulting in nine items

per session, as shown in Fig. 10(b).

To ensure comprehensive exposure, participants interacted with

each virtual food item at least three times, with the presentation

order of food groups and items randomized within each session.

The duration of each session was approximately 10 minutes, includ-

ing time for participants to experience all food items and haptic

feedback. After each session, the participant took o� the device, and

�lled out a questionnaire designed to evaluate their experience (see

Supplementary Appendix A.3). Upon completing all three sessions,

the participant was engaged in a semi-structured interview, to pro-

vide deeper insights into their subjective experiences. The entire

procedure lasted approximately 50 minutes.

7.4 Results

7.4.1 Subjective Ratings of User Experience. The Fig. 11 shows the

subjective rating results. The Friedman Test revealed that the stimu-

lation condition signi�cantly in�uenced participants’ ratings on sev-

eral questionnaire items, including realism of haptic feedback (Q02:

j2 (2) = 11.1, ? < 0.01), attraction (Q04: j2 (2) = 12.1, ? < 0.005),

enjoyment (Q05: j2 (2) = 6.0, ? < 0.05), naturalness of chewing

feedback (Q06: j2 (2) = 8.22, ? < 0.05), and the ability to distin-

guish texture dimensions (stickiness, cohesiveness, hardness) (Q07a:

j2 (2) = 11.4, ? < 0.005, Q07b: j2 (2) = 11.3, ? < 0.005, Q07c:

j2 (2) = 7.19, ? < 0.05). No signi�cant e�ect of the stimulation

condition was observed for other items (e.g., latency of feedback,

controllability, and comfort). Conover’s post-hoc comparisons re-

vealed that there were signi�cant di�erences between the realism of

haptic feedback (Q02), the naturalness of chewing feedback (Q06),

the stickiness (Q07a), the hardness (Q07c), where the VCcorr mode

outperformed both than other two modes (all ? < 0.05). For cohe-

siveness(Q07b), the VCcorr yielded higher rating comparing to the

VCidle mode (? < 0.05). For more details, please see Appendix.A.4.3.

7.4.2 �alitative Feedback. VR Eating Experience. Most partici-

pants (n = 10) mentioned that eating in VR is an interesting and new

experience. For example, P7 commented that “I have never imag-

ined eating without real food.” When asked about the enjoyment of

the VR eating experience under di�erent conditions , participants

tended to �nd VCcorr more realistic in replicating the sensation of

chewing thus more engaging and joyful in overall. This preference

was attributed to the fact that VCcorr o�ered a more accurate force

feedback, in contrast to none (VCidle) or less consistent feedback

(VCrand). As P11 stated, “The mismatched feedback sometimes de-

creased the realism of the eating experience.”

Perception with Food Textures. Participants’ perceptions of

the three food texture attributes — hardness, cohesiveness, and

stickiness—varied. Five participants (P1, P2, P8, P9, P12) reported

that the simulation of hardness and stickiness closely resembled

real food, while six participants (P3, P4, P5, P6, P10, P11) found

cohesiveness to be the most realistic. This divergence in responses

may re�ect individual di�erences in sensitivity to speci�c texture

attributes.

Comfort & Social Acceptance. When asked about the device’s

comfort, the majority of participants (n = 9) reported no discomfort

during the 30-minute experiment. One participant (P10), however,

mentioned experiencing mild fatigue, potentially due to excessive

jaw movement during the VR chewing interaction. Seven partici-

pants explicitly expressed no concerns about the social acceptability

of the device as a VR headset accessory. P4 expressed anticipation

that future VR eating could “let friends share the mouthfeel of the

food they eat”. However, P3 mentioned that she would feel some-

what self-conscious using it in highly public settings.

Mismatched Feedback as a Catalyst for Engagement. Three

participants (P1, P2, P6) mentioned that VCrand could be, in fact,

more fun compared to VCcorr. For instance, P1 shared that during

the VCrand condition, she noticed a mismatch between the haptic

feedback and the visual representation of the virtual food. She found

this mismatching intriguing, as it o�ered an experience unavailable

with real food, driving her to explore this “bizarre” sensation.
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7.5 Discussion of Study 3

Overall, the results indicated that the synchronized haptic feedback

(VCcorr) signi�cantly enhanced participants’ ratings on perceived

realism, naturalness, and texture discrimination in VR eating ex-

periences, compared to the other two conditions. These �ndings

revealed the importance of synchronized multi-sensory integration

in creating immersive and realistic VR food taking interactions.

The post-experiment interview in Study 3 identi�ed several poten-

tial applications of VirCHEW Reality suggested by our participants.

First, the system holds potential for social eating and sharing in VR,

enabling not only the remote sharing of tactile characteristics of

food but also the potential to evoke and share the emotions associ-

ated with eating experiences [Jiang et al. 2014; Macht and Simons

2000]. Additionally, its ability to provide various force feedback

suggests applications in healthcare and rehabilitation, such as assist-

ing the elderly or patients with weak/impaired chewing functions

in recovery or supporting dietary behavior correction [Eertmans

2001]. Furthermore, the participants pointed out the potential value

of VirCHEW Reality for diabetes management in which the patients

may need to avoid sugar consumption and the device could o�er a

safe alternative while satisfying their cravings. Given these �ndings,

VirCHEW Reality further exhibits potential for integration with

other sensory modalities, such as olfaction, gustation, and thermo-

ception. Aligning with multisensory integration theories [Spence

2016], future iterations of the system could amplify immersion by

incorporating additional modalities, including olfactory (e.g., scent

di�usion for “freshly baked” textures) or thermal feedback (e.g.,

nuanced mouthfeel of chocolate under warm or cold conditions).

8 Limitation

We observed several limitations in our current system. First, our

approach focused on solid/semi-solid foods and was limited to the

initial chewing phase, overlooking the dynamic changes in texture

perception over time. Future work should explore adaptive force

feedback, such as real-time modulation of pneumatic pressure or

texture patterns based on chewing intensity or duration, to simulate

the gradual transformation of food from solid to semi-solid or liquid

states. Second, the between-participant perception variation, partic-

ularly in Study 2, pointed to the future research on how individual

di�erences in tactile sensitivity in�uence the perception of simulated

food textures. Additionally, long-term usability concerns, such as

user fatigue, comfort, and hygiene, should be addressed, especially

considering the potential for prolonged use in real-world applica-

tions. Future iterations should prioritize lightweight, ergonomic

designs to minimize physical strain, ensuring both practicality and

comfort for extended or repeated use.

9 Conclusion

In this paper, we present VirCHEW Reality, a face-worn haptic de-

vice to provide on-face kinesthetic force feedback, for simulating

the chewing experience with the food of di�erent hardness, cohe-

siveness, and stickiness. The on-face force was produced by con-

trolling the process of air in�ation and de�ation. Our user studies

showed that VirCHEW Reality could generated distinguishable lev-

els of kinesthetic forces that could be further matched to di�erent

food textures. More importantly, our system could signi�cantly

improve user experience in taking virtual food in VR. Our �nd-

ings highlighted the potential of on-face kinesthetic feedback to

enrich virtual eating experiences, leading to possible applications

in virtual/remote dining, healthcare, and immersive entertainment.

Acknowledgments

This research was partially supported by the Centre for Applied

Computing and Interactive Media (ACIM) of School of Creative

Media, City University of Hong Kong. This work was also partially

supported by the National Natural Science Foundation of China

(Project No. 62172346), and the Innovation and Technology Fund

(Project No. ITS/106/22). This project is supported by the Ministry

of Education, Singapore, under the Academic Research Fund Tier 1

(FY2024) Award 25-0156-A0001.

References
Sara-Adela Abad, Nicolas Herzig, Duncan Raitt, Martin Koltzenburg, and Helge Wurde-

mann. 2024. Bioinspired AdaptableMultiplanarMechano-Vibrotactile Haptic System.
Nature Communications 15, 1 (Sept. 2024), 7631. https://doi.org/10.1038/s41467-
024-51779-8

Malcolm Bourne. 2002. Food Texture and Viscosity: Concept and Measurement. Elsevier.
JV Boyd and P Sherman. 1975. A study of force-compression conditions associated with

hardness evaluation in several foods. Journal of Texture studies 6, 4 (1975), 507–522.
Shaoyu Cai, Zhenlin Chen, Haichen Gao, Ya Huang, Qi Zhang, Xinge Yu, and Kening

Zhu. 2024. ViboPneumo: A Vibratory-Pneumatic Finger-Worn Haptic Device for
Altering Perceived Texture Roughness in Mixed Reality. IEEE Transactions on
Visualization and Computer Graphics (2024), 1–14. https://doi.org/10.1109/TVCG.
2024.3391877

Shaoyu Cai, Pingchuan Ke, Takuji Narumi, and Kening Zhu. 2020. ThermAirGlove:
A Pneumatic Glove for Thermal Perception and Material Identi�cation in Virtual
Reality. In 2020 IEEE Conference on Virtual Reality and 3D User Interfaces (VR). 248–
257. https://doi.org/10.1109/VR46266.2020.00044

Jianshe Chen. 2009. Food Oral Processing—A Review. Food Hydrocolloids 23, 1 (Jan.
2009), 1–25. https://doi.org/10.1016/j.foodhyd.2007.11.013

Jianshe Chen. 2020. It Is Important to Di�erentiate Sensory Property from the Material
Property. Trends in Food Science & Technology 96 (Feb. 2020), 268–270. https:
//doi.org/10.1016/j.tifs.2019.12.014

C. M. Christensen. 1984. Food Texture Perception. In Advances in Food Research, C. O.
Chichester, E. M. Mrak, and B. S. Schweigert (Eds.). Vol. 29. Academic Press, 159–199.
https://doi.org/10.1016/S0065-2628(08)60057-9

Giulia Corniani and Hannes P Saal. 2020. Tactile innervation densities across the whole
body. Journal of Neurophysiology 124, 4 (2020), 1229–1240.

Alexandra Delazio, Ken Nakagaki, Roberta L. Klatzky, Scott E. Hudson, Jill Fain Lehman,
and Alanson P. Sample. 2018. Force Jacket: Pneumatically-Actuated Jacket for
Embodied Haptic Experiences. In Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems (CHI ’18). Association for Computing Machinery, New
York, NY, USA, 1–12. https://doi.org/10.1145/3173574.3173894

M. Luisa Demattè, Nicola Pojer, Isabella Endrizzi, Maria Laura Corollaro, Emanuela
Betta, Eugenio Aprea, Mathilde Charles, Franco Biasioli, Massimiliano Zampini,
and Flavia Gasperi. 2014. E�ects of the Sound of the Bite on Apple Perceived
Crispness and Hardness. Food Quality and Preference 38 (Dec. 2014), 58–64. https:
//doi.org/10.1016/j.foodqual.2014.05.009

Ilya Demchenko, Naaz Desai, Stephanie N Iwasa, Fatemeh Gholamali Nezhad, José
Zari�a, Sidney H Kennedy, Nicholas O Rule, Je�rey F Cohn, Milos R Popovic,
Benoit H Mulsant, et al. 2023. Manipulating facial musculature with functional
electrical stimulation as an intervention for major depressive disorder: a focused
search of literature for a proposal. Journal of NeuroEngineering and Rehabilitation
20, 1 (2023), 64.

Peter F. Edemekong, Deb L. Bomgaars, Sukesh Sukumaran, and Caroline Schoo. 2024.
Activities of Daily Living. In StatPearls. StatPearls Publishing, Treasure Island (FL).

A. Eertmans. 2001. Food Likes and Their Relative Importance in Human Eating Behav-
ior: Review and Preliminary Suggestions for Health Promotion. Health Education
Research 16, 4 (Aug. 2001), 443–456. https://doi.org/10.1093/her/16.4.443

Themis Nikolas Efthimiou, Paul HP Hanel, and Sebastian Korb. 2022. Volunteers’
concerns about facial neuromuscular electrical stimulation. BMC psychology 10, 1
(2022), 117.

Alan C. Elliott and Linda S. Hynan. 2011. A SAS® Macro Implementation of a Multiple
Comparison Post Hoc Test for a Kruskal–Wallis Analysis. Computer Methods and

SIGGRAPH Conference Papers ’25, August 10–14, 2025, Vancouver, BC, Canada.

https://doi.org/10.1038/s41467-024-51779-8
https://doi.org/10.1038/s41467-024-51779-8
https://doi.org/10.1109/TVCG.2024.3391877
https://doi.org/10.1109/TVCG.2024.3391877
https://doi.org/10.1109/VR46266.2020.00044
https://doi.org/10.1016/j.foodhyd.2007.11.013
https://doi.org/10.1016/j.tifs.2019.12.014
https://doi.org/10.1016/j.tifs.2019.12.014
https://doi.org/10.1016/S0065-2628(08)60057-9
https://doi.org/10.1145/3173574.3173894
https://doi.org/10.1016/j.foodqual.2014.05.009
https://doi.org/10.1016/j.foodqual.2014.05.009
https://doi.org/10.1093/her/16.4.443


VirCHEW Reality: On-Face Kinesthetic Feedback for Enhancing Food-Intake Experience in Virtual Reality • 11

Programs in Biomedicine 102, 1 (April 2011), 75–80. https://doi.org/10.1016/j.cmpb.
2010.11.002

Joshua J. Fleck, Zane A. Zook, Janelle P. Clark, Daniel J. Preston, Darren J. Lipomi,
Claudio Pacchierotti, and Marcia K. O’Malley. 2025. Wearable Multi-Sensory Haptic
Devices. Nature Reviews Bioengineering (March 2025), 1–15. https://doi.org/10.
1038/s44222-025-00274-w

Herman H. Friedman, James E. Whitney, and Alina Surmacka Szczesniak. 1963. The
Texturometer—A New Instrument for Objective Texture Measurement. Journal of
Food Science 28, 4 (1963), 390–396. https://doi.org/10.1111/j.1365-2621.1963.tb00216.
x

Antonio Frisoli and Daniele Leonardis. 2024. Wearable Haptics for Virtual Reality and
Beyond. Nature Reviews Electrical Engineering 1, 10 (Oct. 2024), 666–679. https:
//doi.org/10.1038/s44287-024-00089-8

Haichen Gao, Shaoyu Cai, Yuhong Wu, and Kening Zhu. 2024. ThermOuch: A
Wearable Thermo-Haptic Device for Inducing Pain Sensation in Virtual Reality
through Thermal Grill Illusion. In SIGGRAPH Asia 2024 Conference Papers (SA
’24). Association for Computing Machinery, New York, NY, USA, 1–12. https:
//doi.org/10.1145/3680528.3687620

Tom Gayler, Corina Sas, and Vaiva Kalnikaitė. 2022. Exploring the Design Space
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